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The Principle of Common Cause and Indeterminism: AReview

Ifiaki San Pedroand Mauricio Suaréz

Editor's Note

How and under what conditions can one infer caredationships from correlations? This paper cbotes
to the ongoing project work on the strengths andtdi of methods of causal of inference by critigall
reviewing work on the principle of the common caugith a particular focus on the cases of inferidagsal
relationships from correlations in fundamentallgleterministic situations.

Abstract

We offer a review of some of the most influentisdws on the status of Reichenbach’s Principle of
the Common Cause (PCC) for genuinely indetermmisyistems. We first argue that the PCC is
properly a conjunction of two distinct claims, ometaphysical and another methodological. Both
claims can and have been contested in the literatomt here we simply assume that the
metaphysical claim is correct, in order to focus analysis on the status of the methodological
claim. We briefly review the most entrenched ossleal positions, including Salmon’s ‘interactive
forks’, van Fraassen’s scepticism, and Cartwrigh€seralisation of the fork criterion. We then go
on to review the results of the ‘Budapest schooltlze existence of formally defined screening-off
events for any correlation —by means of the ide&spmbability space extensibility and
(Reichenbachian common cause) completability. \¥grdjuish the Budapest doctrine clearly from
any of the classical conceptions, and thus preserdverall framework for discussions of causal
inference in quantum mechanics. The framework, ewgreliminary, is essential work for a
thorough assessment of the conditions under whi@ may be a reliable tool for causal inference
in a genuinely probabilistic (indeterministic) cext.

1. Reichenbach’s Principle of the Common Cause (PQC

The discussion of common causes in the contempditargture has its origins in Reichenbach’s
work.! Reichenbach stated that apparently unrelated ®vieat nonetheless take place correlatively

—in a prescribed sense— underlie a common cause:

If an improbable coincidence has occurred, therstexist a common cause

This quote expresses a ‘metaphysical’ or ‘ontolalyiclaim, since it suggests that ‘common

" We gratefully acknowledge support from the Spahihistry of Education and Science (HUM2005-071873d1),
and the Education Department of Madrid’s Autonom@osimunity (S2007-HUM/0501).
* Universidad del Pais Vasco, UPV-EHU

T Universidad Complutense de Madrid.

1 Cf. (Reichenbach, 1956).
2 (Reichenbach, 1956, p. 157).



causes’ are provided whenever ‘improbable coinadsnoccur. We here shall refer to it as
Reichenbach’®ostulate of the Common CaysosCC).

This claim per sesays nothing about what specific probabilisticatiens, if any, common
causes must obey. This is filled in by a conceptuséparate criterion —also introduced by
Reichenbach— which we shall refer to as Reicheripa@titerion for Common Causd€ritCC)3

In Reichenbach’s own words:

In order to explain the coincidenceAfndB, which has a probability exceeding that of
a chance coincidence, we assume that there extsisiamon causg€. [...] We will now

introduce the assumption that the f&RC satisfies the following relations:

p(ADB|C)= p(AlC)p(BC)
p(AOB|-C)= p(A|-C)p(B|-C)

p(AlC)> p(A[-C)
p(BIC)> p(B|-C)

We are not here following Reichenbach’s notatioecfgely. Instead we up(X |Y) to

represent the conditional probability ®fon Y (with X = A, Band Y=C,-C); and XLCY to
represent the joint everiX and Y”. It is then clear that the last two expressioepresent
correlations, to be expected in an unbiased ruhefelevant experiments, between event types
and C, andB and C. But, since the main question at stake in mosbrtee of causal inference
concerns the legitimacy of inferences from probsiiil dependencies to causal relations, we may

not assume without begging the question @&t a positive relevant cause of eitlAeor B.

As for the first two probabilistic conditions, theypress a restriction on the postulated common
causeC, introduced specifically by Reichenbach to accoientcommon causes. They require,
specifically, that when the presence (or the aleeotcthe common cause is taken into account by
conditionalising on it, the correlated everts B are rendered probabilistically independent. The
common caus€ is then said tscreen-ofthe correlatiorCorr(A,B) >

In what follows, we will refer to the conjunctiorf the Postulate of the Common Cause

(PosCC) and the Criterion for Common Causes (Cnit@€ Reichenbach’s Principle of the
Common CauséPCC). Thus whenever Reichenbach’s Principle ofGoeaxmon Cause (PCC) is

The distinction between these two notions ig filsoduced in (Suéarez, 2007).

(Reichenbach, 1956, p. 159).

And indeed the first two expressions in the qumtaabove can be shown to be equivalent to whabmmmonly
known in the Iliterature as thescreening-off condition, which is probabilistically expressed as

p(A|BOC)= p(A|C).

a b~ w



invoked it involvesboth claims above. This is the standard usage of tha,téut properly
distinguishing the two claims that are involvectiscial, as we shall argue, for the assessment of
the status of PCC as a whdle.

Although both the Postulate of the Common Causes@@) and the Criterion (CritCC) are
intended as causal claims they have a complet#greint philosophical significance. The Postulate
(PosCC) is a metaphysical claim that states thstemxte of common causes. The Criterion
(CritCC), by contrast, is a methodological claimieth although complementary to (PosCC), is
logically independent from it. In particular, whilee Postulate informs us about the ontology of the
possible causal structure underlying the correfabietweer andB, the Criterion aims to provide
the tools for an adequate statistical charactémisaif such causal structure. The four probabdisti
relations that define a conjunctive foABC aim to provide an adequate characterisation of the
statistical relevance of the common causes postiilay the first (metaphysical) claim, but they do
not themselves express anything causal. In othedsvihe Criterion could be true even were the
Postulate false, in which case it would just defioamally the set of “screening-off” events, or

screener-offs, devoid of any genuine causal sicanitce’

Tradition has often followed Reichenbach in suppgdhat PCC, and CritCC in particular is

explanatory. As Reichenbach wrifes:

When we say that the common caesglainsthe frequent coincidence we refer not
only to this derivability of [correlation betweenahd B] but also to the fact that relative

to the cause C the events A and B are mutuallypeddent.

It has in addition often been supposed that théaeapory power of the Criterion for Common
Causes (CritCC), and screening-off in particulaiif ianything grounded upon the inference to the
hidden but real common causes promoted by the agitall Postulate of Common Causes

(PosCC)’ But once the Criterion and the Postulate are Ilgletistinguished, as we do here, there

6 There is a certain amount of confusion in therditure regarding the terminology and a clarifyimoge is perhaps in
order. In some cases the expression ‘Reichenb&elrisiple of the Common Cause’ is used to refet joighe four
probabilistic relations, i.e. Reichenbach’s chardsation of the postulated common causes, whictheve refer to
as the Criterion for Common Causes (CritCC). Ineotbccasions it is used to refer to what we heitketba
Postulate of Common Causes (PosCC). But more afiéirit is taken to apply to the conjunction oftho Our
terminology clears up any lingering confusion, hgtidguishing clearly between two distinct commitite the
Criterion and thePostulate The termPrinciple of the Common Cau$eCC) is then reserved for the strongest form
of commitment to the conjunction of both.

7 Of course, the converse is also possible. Thyithe Postulate may be true even if the Critenwere false. For
instance, there could be no way to reliably infay @ausal conclusions whatever from probabilisttations
grounded upon statistics, in the form of the Cidteror any other form, and this still would nottkethe issue as to
whether common causes exist.

8 Cif. (Reichenbach, 1956, p. 159).

9 Salmon (1984) and Cartwright (1989) are perhhpsntost salient examples. This explanatory ordbichwranks
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seems to be no reason to suppose that the explar@aawer of the Criterion need depend on
anything other than itself. Certainly, as is cleathe quote above, Reichenbach himself seems to
have thought that the mere satisfaction of screpnif is explanatorily efficient’ We will here
generally follow suit and agree that there is anfaf explanation that bequests the Criterion with

explanatory power regardless of whether the Pdstigarue or false.

2. Indeterminism and Reichenbach’s Criterion for Canmon Causes

Screening-off is well known not to besafficientcondition on common causes: not all screener-offs
are common causes. For instance, common effettgoofeparate causes, lying in the proper future
of both, may also screen off but they are defigitedt common causé$And there are many other
significant case¥ However, following Reichenbach, screening-off lndien been taken to be a
necessarycondition on common causes. This would at leaktwalnegative causal inference,
identifying those events which are not common cawlemeans of violations of the screening-off
condition. In other words, if the Criterion is nesary for common causes then we would be able to
use violations of the screening-off condition teadird the events that are not common causes.
Otherwise violations of the screening-off conditiwauld not provide any useful information about
the underlying causal structure. This is a key athlthe classical and contemporary discussions,
and several examples have been employed to sutiggssome common causes might violate

screening-off:>

The most interesting and powerful arguments agaicr&ening-off as a necessary condition for
common causes involve genuinely probabilistic causk particular, counterexamples to
Reichenbach’s Criterion for Common Causes (Crit@jcally consider correlations between
events which occur in tandem —as a result perhdgsme conservation law—, both as an effect

of an in principle (patently) obvious common cauSee such example was first proposed by van

the Postulateahead of theCriterion, also follows from the form of ‘causal realismathvan Fraassen (1982a) has
attacked. Unlike Van Fraassen we are not causgitisse—we appreciate that the explanatory powethef
Postulateis fully causal, while any explanatory power tttad Criterion might have on its own would fall short of
such a standard. But there are different modesmfeation, and the kind of explanatory power tthat Criterion
enjoys on its own seems to us legitimate too. is plaper we argue that more work is needed in dalassess the
explanatory power of different ‘causal’ assumptions

10 As we will argue later, the autonomous explaryap@wer of screening-off may provide methodologitativation
to apply Reichenbach’s Criterion for Common Caushkenever possible, even though it will be showpdeently
fail as a necessary or sufficient condition forsation.

11 (Reichenbach, 1956, p. 159).

12 For a discussion see (Suarez, 2007, section 2).

13 The validity of Reichenbach’s Principle of ther@mon Cause (PCC) is tightly linked to that of @musal Markov
Condition (CMC). It is usually acknowledged thae t&MC holds for deterministic causes but it is covrsial
whether it does too for genuinely probabilistic ®n&he examples we discuss here have indeed figardde
intense debate on the status of the CMC, whicloi©nor aim in this paper to review. For our viewsthe topic see
(Suéarez and San Pedro, 2007).
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Fraassetf as an argument against Salmon’s defence of catiyerforks.

The example consists of a particle that collidethvain atom. As a result of the collision the
atom emits two new particles. Suppose for simplititat the angle with which each particle is
emitted can only take two values, each with prdiigh1l/2 . That is to say,ARTICLE 1 may be
emitted either at angl@ or at angle#' , each with probabilit1/2 . RRTICLE 2, on the other hand,

may be emitted either at an(— 6 or at angle— 6", also with probabilityl/2 in each case.
Now because of the conservation of linear moment@irRARTICLE 1 is emitted at angld
(expressed 1, ), RARTICLE 2 must be emitted at ang—6 (expressed a2_, ), and conversely.

More precisely, due to conservation of momentumcireesponding angles at which the particles

are emitted arperfectly correlatetf:

p(la | 2—9) p(z—a |19): 1,
p(l{,. 12, )= p(z—e' |1, )= 1.

A common caust/. may now be postulated such that, if present, tiéigbes are emitted at
anglesd and -6 respectively. Otherwise the particles are emigtk@' and —¢' . A final feature of
the example is that if the postulated common cassketerministic, the joint probabilities of the
two particles factorise, i.e. the screening-offdition is satisfied? If the postulated common cause
is purely probabilistic, however, screening-off deeo longer be satisfied. Let’'s look into the

argument in a bit more detail.

Take the deterministic case first. A deterministienmon cause must obey:

p(, 14)= p(2,14)=1,
p(L, 1-2)= p(2_, [~2

1.

14 See (van Fraassen, 18B2This and other arguments by van Fraassen —ssi¢kiam Fraassen, 1982— against
common causes are however motivated by his attéeonptject Reichenbach’s Principle of the Common sgau
(PCC) altogether. Van Fraassen does not distingtlestrly between the Postulate and the Criteriau, Having
shown the Criterion to fail, he seems to rejectRiostulate as well. In light of what we argue hérgyould seem
that he is unnecessarily throwing the baby out Withbathwater. There is no need to reject the phgtcal claim
as a consequence of the failure of the methodology,does the presumption that the metaphysicahdk false
amount to a proof that the Criterion must go. Seetisn4.3 and Table 2 for details of van Fraassen’s position

15 The expressions below do not intend to providermal definition ofperfect correlation However, it is easy to
check that they correspond to the special caseagfmal (perfect) correlation. In what follows, ‘pect correlation’
will refer to events conforming to expressionstad kind below.

16 In the case of perfect correlations, the powdlgdtwo-valued) common cause must then be detéestiainif it is a
screening-off common cause. This is shown, foraimst in (van Fraassen, 1@82and, more recently in (Graf3hoff,
Wiithrich and Portman, 2005). The original resultpisved by (Fine, 1982), who shows that if theréstea
screening-off hidden variable for a perfect cotietathen there exists as well a deterministic biddariable model
for it, andvice versaln other words, there is no conceptual room fidleterminism when common causes are meant
only for perfect correlations (or perfect anti-adations).
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And for joint probabilities, we have

plt, C2.,12)=1
plt, 02, ~2)=1

It is then straightforward to prove that the copmwding probabilities factorise (since all

probabilities equal one):

p(le L2, M): p(le M)[ p(z—e M)’
p(le' 2., |_'A)= p(le' |_'i) [p(z—f)' |_'A)'

Two other screening-off conditions may be writteaplacing the common causi by its
negation in the first equation above and -A:by the common cause in the second. In that cése al
are zero probabilities and screening-off is agaunally satisfied. Finally, thel/2 probabilities for

the occurrence of each of the events separateliyndhés case simply reproduced by assuming that

the common cause occurs with probat1/2, i.e. p(1)= 1/2.
The issue turns out to be entirely differen A fis a genuinely probabilistic cause. In this case
the occurrences ¢1, and 2_, (1, and 2_, ) are still perfectly correlated, exactly as ire th

deterministic case. Recall as well that the obskprebabilities are

p(t, )= p(2-,)= P, C2,)=1/2,
p(lf)'): p(zf)): p(l 02 ) 1/2.

But, since4 is a genuinely probabilistic cause, the probabildr the occurrence c1, (1, )
given that the common cause is present is now r;sér' ), i.e. it is different from one p(lf, |/1):
(or p(lﬁ. M): r' ). We do not need to know at this point what thabpbility p(/l) of the common

cause is/ What matters is that the restrictions imposedhgydonservation of momentum, which

entail that the evenil, and2_, (1, and2_, ) are perfectly correlated, ensure that the fathow

probabilities obtain:

17 The result we are aiming for is not dependenthah number. Even in the case the common caugeehed to be
present in all cases, i p(/l) =1, the result above would obtain, as we will explain
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p(t, 14)= p(2.,14)= pl1,C2,, | 4)=r,
p(1, 14)= p(2., 12)= p1, D2, [2)=1r".

Since the joint probabilities are now equal to tharginal probabilities (and all assumed to be
different form 1 or 0) it is easy to check that twresponding screening-off conditions are now

violated:

p(la L2, M) 7 p(le M)[ p(z—a M)’
p(t, 02, 1) # plt, | 2) (2., | 4),

where, again, replacing the common ca/sby -4, yields the corresponding two expressions for

the negation.

This example shows that in the case of genuinadgterministic systems there are plausible
common cause explanations for certain correlatierthose arising from the conservation of a
guantity in particular— which do not fulfil the gaming-off conditions required by Reichenbach. In
other words, screening-off is not a necessary ¢mmdon common causes in general.

3. Is There Need for a New Common Cause Criterion?

The conclusion in the previous section poses fuiititeresting questions. One might conclude that
if the Criterion (CritCC) is neither necessary soifficient for common causes, then we ought to
abandon the Postulate (PosCC) as Welkt, one might insist on retaining the Postulatme what
may. This opens up three different logical possied. First, we may impose further restrictions on
common causes so as to find a set of jointly sefficconditions that will enable us to identify
common causes straightaway. Or we may preciselyearealy weaken the Criterion (CritCC) on
common causes in order to establish a merely nagesendition. We would hence restore the
possibility of negative causal inference, by idigmg those events which are definitely not
common causes. The third alternative would be tepkReichenbach'€riterion for Common
Causes (CritCC), as it stands, and explore futitemature of those events that conform to it, i.e.
figure out what all screener-offs may have in compand whether what they have in common has
any residual causal character. We might need tolmadditional causal information in this

endeavour, and if so, the third approach would twito be problematic as a method for inductive

18 And indeed this seems to be the moral van Feaasants to draw from his example of the ‘bombaratedn’.
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causal inference from statistics alone.

3.1.  Strengthening the Conjunctive Fork Criterion

The first option invites us to suppose that tBeterion embodies some minimal features of
common causes, which are insufficient to charasgethem entirely. So if we are to provide a
sufficient condition for common causes we must megthat these fulfil stronger conditions, well
beyond those expressed in the Criterion. Suchdurtbnditions may enable us to identify directly

the right common causes from statistical (or prdistic) information alone.

This option, however, does not seem very promiding.hard to see what general condition we
could add, other than temporal order, and this evilly get us around some of the counterexamples.
But proceeding by just imposing special furtherdibans on common causes designed to avoid
specific problems would b&d hoc And if the further conditions turned out not t® dgeneralisable,
we could hardly claim to have obtained a more caishg set of necessary and sufficient
conditions. However, we may need not worry muchualibe screening-off condition not being
sufficient for common causes. For the fact thatdlexist screener-offs which cannot be regarded as
common causes of a correlation does not entail thete exists no common cause for the
correlation —even of the screening-off variety. Tédample cited by Reichenbach of common
effects of separate antecedent causes is a very djostration. Thus we may conclude that
strengthening conjunctive forks, whether or nasipossible or plausible, is not really needed for

our purposes.

3.2. Weakening the Conjunctive Fork Criterion

The second alternative is to weaken Reichenbachérion in the hope that a necessary condition
for common causes may finally be found. This is dpéion that prima facie seems preferable in
light of examples such as van Fraassen’s ‘bombaaitted’ in the previous section. In particular, it
seems quite reasonable to ask how the non-screeffimgpmmon causes suggested by such
examples may be characterised, if at all, in teohgrobabilistic relations. If Reichenbach’s
Criterion can not do this, then perhaps we shoulch tto a more appropriate probabilistic
characterisation. Provided such characterisation lmeaturned into a distinct criterion of its own —
perhaps more general in scope than (CritCC)—, we aist whether it is an appropriate necessary
condition on common causes. If this is the casewillethen have a tool available for rightfully
dismissing certain events as definitely not commoanses —i.e. those events which violate our

‘generalised’ criterion.



This was basically the option chosen by Salmonjristance, when introducing histeractive
forksin order to characterise a further set of commerses that failed to satisfy screening-off. We
do not need to review Salmon’s interactive forkeehsnce they will not play any major role in the
foregoing discussion. It is enough for our purpogestress that interactive forks constitute an
important weakening of the conditions on commonseau Moreover Salmon’s interactive forks,
despite implying logically weaker conditions on goon causes, do not constitute a necessary
condition for common causes either. They just attarese a further set of common causes, but
need not exhaust the concept. So we are back vdifleama: either we find a further weakening of
the conditions on common causes, or we stick to ioiiial Criterion, and the screening-off

condition that it embodies, and push it as fat asli go.

Our view is that from the point of view of causaldrence, the only really powerful reason for a
further weakening of ReichenbaclCriterion would be a demonstration that the new, weaker,
criterion reaches further —in the sense of progdinmore effective characterisation of common
causes in probabilistic terms. This seems to beutfterlying motivation for Nancy Cartwright’s

generalisation of Reichenbach’s Criterion for Comn@auses.

Cartwright® believes that (CritCC) is an inappropriate chamsation of common causes,
particularly those that are genuine indeterminigighe extracts this diagnosis from examples not
dissimilar in structure to van Fraassen’s ‘bombdram’). Cartwright thus proposes to generalise
Reichenbach’s Criterion, in order to find a genlyneecessary condition on all kinds of common
causes, whether deterministic or not. This is tcableieved also by weakening the conditions on
common causes, buinly as muchas required for genuinely probabilistic common sesu So
Cartwright’s response to the counterexamples teesteng-off is more informative than Salmon'’s.
Salmon builds a new category of common cause (titeractive fork”) which relinquishes any
probabilistic conditions whatever, and embracesllg bntological reading in terms of interacting
causal processes. Cartwright aims to keep a mingoahection between common causes and
probabilistic relations. It remains to be seen WwhetCartwright’s generalisation of CritCC is indeed
a more appropriate characterisation of common saWse turn to this question in the next section.

3.3. Indeterministic Common Causes and the Conjuniwe Fork Criterion

Cartwright’s generalisation of the conjunctive fankterion relies on causal modelling techniques,
which need not be discussed here. It will be enofgghour purposes to discuss and assess
Cartwright’s arguments to the effect that CritCCnist in general an appropriate criterion for

common causes —specifically indeterministic comnuauses. These are the arguments that

19 Cf. (Cartwright, 1987).
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ultimately led her to propose her generalised rioite™

We mentioned that the source of Cartwright’s congdies in examples such as van Fraassen’s
‘bombarded atom’. In such examples a determin@iimmon cause would not constitute a problem
for the screening-off condition, but it cannot amcbfor the correlations. And Cartwright does seem
to endorse the view that deterministic common caukein general satisfy screening-offThis
would include deterministic instances of Salmoneiractive forks for perfect correlations,

i.e. perfect forks.

However, postulating a genuinely probabilistic coommcause for the ‘bombarded atom’
example results in a violation of screening-offrt@aight puts the blame, not only on the genuinely
stochastic character of the common cause, butalsthe fact that the postulated common cause

operates under a constraiftonservation of momenturf:

But in this case it is not reasonable to expectpitudabilities to factor, conditional on
the common cause. Momentum is to be conservediesocduse produces its effects in
pairs. [...] Clearly the conjunctive fork criteria® not appropriate here. That is because
it is a criterion tailored to cases where the cayserates independently in producing
each of its effects: whether one of the effectprisduced or not has no bearing on

whether the cause will produce the other.

It is important to stress that for Cartwright thelation of screening-off is a consequence of two
facts, namely that the common cause is genuinalgt@rministicand that the common cause
operates under a constraint. Cartwright nowhermsde suggest that any of these facts separately
accounts for the violation of screening-off. Shesidhowever, urge us to draw the following lesson

from a superficially similar exampfe:

Lesson: where causes act probabilistically, screpaff is not valid. Accordingly,

methods for causal inferences that rely on scrgeofhmust be applied with judgement

20 Cartwright's generalisation of CritCC resulterfr a study of the dependencies that should be &gét a three
variable causal model when the common cause varigi#rates under a constraint to produce its sfiagpairs, or
in tandem. These are mainly considerations abautctefficients that relate the three events incénesal model
(derived from the fact that the two effects oceutandem). In particular, the coefficients relateagh of the effects
and the common cause are not independent. Theyengy happen to be the same —e.g. whenever the commo
cause operates in order to produce both effectmet (although in a genuinely stochastic mannesj.the full
formal details of Cartwright's generalisation theader is directed to (Cartwright, 1987), where gemeralised
criterion was first formulated. See also (Cartwtjd989) for further details.

21 See our remarks on Footnote 16.

22 Cf. (Cartwright, 1987, p. 184).

23 The example in question is the famous ‘CheapBtinty /Green-and-Clean’ example, which was firggadissed in
(Cartwright, 1993). We shall go back to this exaenipl Section 4 in order to motivate the idea of ptatability.
The quote below is from (Cartwright, 1999a, p.v)ere the factory example is also discussed.
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and cannot be relied on universally.

So let us suppose for the sake of the argumentGhetvright’s generalisation of (CritCC) is
intended to account for indeterministic common eaubat operate under a constraint. Is it the case
that examples such as van Fraassen'’s justify argiesagion of CritCC? In other words, is it really
the case that the Criterion (CritCC) cannot accdonindeterministic common causes that operate
under a constraint? In order to answer these ipmsstet us first go back to some of the key

features of the ‘bombarded atom’ example.

A crucial feature of van Fraassen’s example is thateffects (of the atom being bombarded)
areperfectly correlatedThis is also what Cartwright refers to with thgeessions ‘effects in pairs’
or ‘tandem effects’. So the examples are quite ifipeio that they all involve both genuinely
indeterministic causesand perfectly correlated effects. But as regards gemundeterminism,
perfect correlation is a very special particulaseca-or it can be shown that screening-off common
causes —that is Reichenbachian Common Causes— rédcpecorrelations araleterministic

common cause¥.To formalise it in precise terms:

PCORRISO - DC (1)

where PCORR stands for ‘perfect correlation’, S© ‘ézreening-off’ and DC for ‘deterministic

common cause’.

But, since we are here interested in genuinelyterda@nistic common causes, we must consider

the negation of the expression above instead. i$hat

-DC - - (PCORRI SO

~ (PCORRO- SQU(~ PCORR-~ 9@ PCORR ¥ @)

We then see that indeterministic common causesl| extthest one of three logically possible
options: (i) that the (indeterministic) common cadees nosatisfy screening-off and its effectse
perfectly correlated; (ii) that the (indetermingdtcommon causdoes notsatisfy screening-off and
its effectsare notperfectly correlated; and finally (iii) that themdeterministic) common causi®es

satisfy screening-off but its effecse notperfectly correlated.

24 We are here assuming a two-valued common caasabie V, with qD{ql,qz} such thath1= C and

Va, = -C . See our remarks in Footnote 16.
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Van Fraassen’s example refers explicitly to a pumedleterministic common cause of a perfect
correlation. So this fits in with our first optiare. (i) the effects of the (indeterministic) commo
causeare perfectly correlated and the common cadises nosatisfy screening-off It is hence not
surprising at all that the screening-off is viothttere. Thus Cartwright is completely right when
she claims that “in this case it is not reasonablexpect the probabilities to factor, conditiopal

the common cause. Momentum is to be conservedhescatuse produces its effects in pairs.”

The claim corresponds to the first part of our gdodm Cartwright above. On the face of it, the
second part of the quote, endorses a strictly spgaitronger claim. In particular, we are told that
the conjunctive fork criterion is not appropriatethis example “because it is a criterion tailoted
cases where the cause operates independently duging each of its effects: whether one of the
effects is produced or not has no bearing on winékieecause will produce the other.” Yet, the third
logically possible option we derived above ent#ilgt, as long as the correlations are not perfect,
the conjunctive fork criterion, i.e. screening-offi (CritCC), may still hold for indeterministic
common cause€. To make the point sharper, what matters most isther the correlations we
want to explain are perfect or not. And a commouasea operating under a constraint —such as
conservation of momentum— may well produce impéréecrelations too. This may best be shown
by means of the following example.

Let us consider a slight modification of van Frasss ‘bombarded atom’ example such as the
atom splits in three fractions (instead of twokeatbeing bombarded, which move away at angles

6,, 6, and@,, each with a given probability. As in the origimdample, the values thé,, 6, and
0, may take are also bound by momentum conservati@ut the correlationsCorr(Hl,ez),

Corr(6,,6,) andCorr(6,,0,) between the three angles need not be perfect ang. fhat is to say

25 According to our logical implication above, anrgcreening-off common cause is the only optioh Wdien we
insist on both genuine indeterminism and perfectetation (and this is exactly what goes on in th@mbarded
atom’ example). Just by conjoining equation (2) B&ZDRR we obtain:

-DCUOPCORR - =SO

26 Again, this can be made clearer if we take tmgunction of expression (2) ai-PCORR, yielding:

~DC 0-PCORR - (~PCORRO-S0) 0 (~-PCORRISO),

27 Conservation of momentum would imply that thensaf the three angles 2z, or in other words, that the sum of
the vectors representing the three trajectoriestis.
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What this shows is that although the ‘conservationhstraint is sufficient to generate
correlations —and to determine their strength—s nat sufficient on its own for the common cause
to produce its ‘effects in pairs’, i.e. to generpé&fect correlations. So whether perfect correfeti
arise out of the operations of a common cause tipgrander a constraint is at least dependent on
the number of effects that the common cause ‘gé&e®&ra&0 to speak.

Hence the second part of Cartwright's quotationvabdaken on its own would overstate the
link between screening-off and genuinely indeterstic common causes operating under a
constraint. For, while such a claim is true for coom causes that produce their ‘effects in paits’, i
does not seem correct to say that it generallgus +—since probabilistic causes may operate under

a constraint without yielding perfect correlatidfis.

The upshot of this discussion is that examples agoran Fraassen’s ‘bombarded atom’ and the
like that involve genuine indeterminism only shdvatt as a general rule, screening-off is violated
if the common cause produces perfectly correlatisd¢ts —and whether this is due to the common
cause operating under a constraint or not doesew®h crucial on its own. The question is then how
far we can go with the original Criterion in chaextsing the remaining cases —i.e. indeterministic

causes that only generate imperfect correlations.

3.4. Screening-off and Indeterministic Common Cates are not Incompatible

Our analysis so far has shown that indetermingimmon causes may satisfy screening-off, as
long as they do not generate perfect correlationgrms of our explanatory agenda, we may
summarise the situation, and the implications @regsion (2) as follows. A non-perfect correlation
may receive more than one common cause explanaimenin terms of a Reichenbachian Common
Cause —which screens-off the correlation— and arathterms of a non-screening-off common
cause. A recent school in causal inference, whielieview in the next section, goes as far as
claiming that that a Reichenbachian Common Caugkeation may be provided for any

correlation.

28 To be fair to Cartwright, she seems aware efpitoblem —her ‘generalised conjunctive forks’ aide enough to
encompass all cases of indeterministic causes,hehdhey generate perfect correlations or not. [@etcularly
(Cartwright, 1993). But the point is that the reasshe advances for rejecting screening-off as cessary
condition conflate two of the three logical posiiigis that open up in response. And this showEamtwright's
characterisation of her own generalised critermmcbmmon causes. See (Cartwright, 1987, chapter 6)
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To sum up, we may distinguish at least two diffedands, so to speak, of common causes. We
have, on the one handReichenbachiancommon causes (RCC), which screen-off their
corresponding correlations. These may be eithéhefdeterministic or indeterministic kind. Then
there are also indeterministic common causes tpatate under a constraint to produce perfectly
correlated effects. These are necessady-Reichenbachianommon causes —since they do not
fulfil Reichenbach’s Criterion for Common Causest B more general criterion at best, such as
Cartwright's generalisation of the fork criterioseg Figure 13° Table 1 summarises these facts

about the applicability of Reichenbach’s Criterinrdeterministic and indeterministic cases.

It is clear that theCriterion is valid in very limited circumstances. But noteatt even
Cartwright’s generalised criterion turns out to unenecessary for common causes. We need still
further causal information about the system at hankhow whether this criterion is applicaBfe.
This favours a pluralism regarding common causégreby different kinds of common causes may
be appropriate in each particular domain. This hesthodological bite, since it entails that
information is required regarding whaipe of common causes are appropriate before it can be
decided what criterion to apply. The attitude islime with Cartwright’s celebrated slogan ‘no

causes in, no causes out'.

ComMmMON CAUSES

Deterministic Indeterministic
PCORR CritCC - CritCC
non-PCORR inapplicable = CritCC orCritCC

Table 1: The status of Reichenbach’s Common CaueriGn (CritCC) for perfect correlations
(PCORR) and standard non-perfect correlations (REORR).

29 Indeed, different types of common cause maygmrive distinguished among non-Reichenbachian concangses.
Those conforming to Salmon’s interactive forks different than those characterised by the genat#is of the
conjunctive fork advanced by Cartwright (1987). Tgwnt remains that th€riterion may be a reliable tool under
the appropriate set of circumstances, regardlesghether it is defining or only a necessary conditior common
causes in general.

30 Suarez (1997, chapter 4) shows that there &reartt cases of perfect correlation where Cartvilsgheneralised
criterion fails.

15



4. Common Cause Completability

So far we've been arguing against any sufficienhecessary conditions on common causes in
general. Certainly Reichenbach’s Criterion for CoonnCauses (CritCC) —and more particularly
screening-off— is neither sufficient nor necessamareover, we find little reason to think that
either stronger or weaker characterisations of commwauses may be found to provide us with
either sufficient or necessary conditions for comnoauses in general. The best philosophy of
causation literature nowadays seems to us to yiglite up on the question: “what is a common
cause?” and to direct efforts instead into the nedfstient methodologies for causal inference in
different domains. From this point of view, whatttess is to first determine the kind of common
cause that we are seeking, then figure out what#st characterisation may be in a particular
domain, then apply the characterisation very seielgt Curiously enough, this seems to us to come
as some vindication for Reichenbach’s originalecrin. Since there is no criterion for common
causes in general (i.e. no criterion that wouldcead where Reichenbach’s failed), we may just as
well take the original criterion and analyse iteger domain of applicability. For we have seen that
for a certain kind of common causes, the Criteoes work. And no other Criterion does any
better work in this particular domain, nor more g@tly in every domain. Since there is not much
hope of a final theory of common causes that coefdace the original criterion wholesale, the
methodological and explanatory power of the crierremains intact within its proper domain of
applicability.

So, we propose then to return to Reichenbach'sit (CritCC), but this time from a purely
methodological point of view —and to use it as aetefor investigating its proper domain of
applicability. We may then ask not so much whetier criterion is true or false in general, but
rather what its boundaries of applicability miglet®bIn other words, we urge the third option that
was logically left open to us in section 3.2., ngméo investigate the validity of CritCC for
indeterministic causes that yield non-perfect datrens. This allows us to apply Reichenbach’s
Criterion as a methodological guide in domains where we +ack are unsure about— our causal
intuitions, as it is the case of quantum physics. &&n do this not because we know that CritCC
must apply there, but rather because we have, melibgically speaking, nothing at all to lose in

trying out.

31 Thus we agree with Williamson (2005) and adoptGC as merely a default methodological rule fausal
inference.
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Reichenbach’s CritCC

Cartwright’s Generalisation

/

Salmon’s IF

.....................................................................................

Figure 1. Reichenbachian common causes (RCC), Cartwrigh¢seralisation and Salmo
Interactive Forks (IF.

4.1. |Intuitive Motivation for the Existence of Reitienbachian Common Causes

We have learned that for some correlations theghtraxist different causal explanations, some in
terms of screening-off common causes, some notwBuhave not so far established whether some
of these correlations only admit non-screeningeofhmon causes —so far we have only suggested
that perfect correlations in indeterministic corseseem good candidates. We might then ask
whether this is so, i.e. whether there are coimlatthat cannot be explained at all in terms of
screening-off common causes. Put it differentlg, thiere screening-off common cause explanations
available to us foany given correlation? Or, yet in other words, ishé case that every time a

correlation is observed, a common ca@enay be ‘found® which explains the correlation by

screening it off?

Let us consider once again the potentially probteamexamples, such as van Fraassen’s
‘bombarded atom’, or the notorious ‘Cheap-But-Dittiean-And-Green’ factory example, due to
Cartwright®® The ‘Cheap-But-Dirty/Clean-And-Green’ factory exalenhas been widely discussed
in the literature, particularly in the context aflzates over the Causal Markov Condition. What is
interesting about this example is that the causakttire is presupposed. Hence there can be no
doubts that the common cause is precisely what mweta@d it is in the example. It is further

assumed that all relevant causal connections hase taken into account, which amounts to saying

32 The relevant sense of ‘found’ is not unprobléeatas we discuss in the last section of this work.
33 Cf. (Cartwright, 1993).
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that the system as described is causally complatée present here a simplified version of the

example —which shall however be enough to disghaymain features we would like to discds.

Suppose that a chemical factory (the ‘Cheap-ButyDiactory) produces a chemicAlthrough
a genuinely probabilistic process. In such a prectee probability of actually getting the prodéct
is 80%. The process misfires on 20% of the occasi@uppose moreover that whenever the
chemical A is produced, another (pollutant) chemi@lis also produced as a by-product. The
probability for the pollutanB to be produced is then 80% as well. The produgbimtess of the
factory thus clearly correlates the productionha themicalA with the production of the pollutant
B.

Environmental concerns arise when the pollutartei®cted. Everything points to the process
for the production of the chemic®@l in the ‘Cheap-But-Dirty’ factory as responsibler fthe
production of the pollutarB as well. In other words, the process seems tonatig in a ‘common
cause’C of both the chemicaA and the pollutanB. The factory management, however, would not
concede that, and defend their innocence with @junaent that relies on the screening-off
condition. If the proces€ for the production of the chemicAlin the ‘Cheap-But-Dirty’ factory
were to be the cause of the production of the paiitB as well, then conditional on the process,
the probability that the chemical and the pollutame produced together would factorise,

i.e. p(AOB|C)= p(A|C)p(B|C).

But what is really going on, we are told, is thaém if the process is running, i.e. even if the
common caus€ is present, the cause only ‘fires’ 80% of the sm&here is no reason wity
should screen-off the correlation in this casesTibest seen if we look at the probability space
(S,p), formed by the Boolean algebiS containing the three events and all their possible
conjunctions, and the probability meas pethat assigns probabilities to each of the elemef S.

That is
s={A,B,C,A0B,A0C,BOC,A0OBOC}

and the probability measu p assigns the following probabilities:

34 Completeness is a strong assumption, often uantad in the practice of causal inference. Butv@aght employs
her example in order to illustrate a conceptuakijimiity; so contrary to many of her critics, we dot believe that
her argument for the possibility of non-screeniifiiggommon causes hinges on the validity of comple$s in this
particular case. However, while admitting with @arght that a non-screening-off common causgassiblein this
scenario, we would like to argue that a failurecofmpleteness supports the view that it might nothgeonly
possible cause. The difference is thus that whites of Cartwright have invoked a failure of colef@ness in order
to rebut her argument for the possibility of nonegning common causes, we use it to back up a éfroausal
pluralism that accepts the conclusion of Cartwrggatgument, but aims to go further.

35 The detailed description of the example maydo@d in (Cartwright, 1993, 1989199%).
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The above assumes first tf(S,p) containsall causal influences, i.e. is causally complete, as
required in the example. We may also assume fosdke of simplicity that the common casés
always present. Thus, sin€eonly produces its effects 80% of the time, thebphulities for ALIC
and BLIC are both 0.8. If, in addition, we assume (agamsfmplicity) that in the absence of the
cause none of the chemic&l®r B are produced, we get that the probability thatill occur is 0.8,
and similarly forB. The same applies ALIB[JC. The actual numbers are not so important. The

important fact is that the model reproduces thergta’s features. In particular, we have that

p(AOB|C)=0.8
p(A|C)=0.8
p(B|C)=0.8

It becomes now clear that screening-off is nosfati:
p(ADB|C)# p(A|C)th(B|C)

However,C is by construction the common cause of bdtindB. So we can conclude thidte
common cause C does not screen-off the correlatids have emphasised the article ‘the’ in the
sentence above to stress t@aits the onlypossible candidate for common cause in the préibabi
space (S,p). Recall that this follows from the assumption thia¢ probability spac«(S,p) is
causally complete, i.e. th (S,p) contains all possible causesfoéndB.

We have already seen that Cartwright’s respongkiggoroblem is to weaken the criterion that
characterises our common causes wi1(S,p). This is certainly possible. The ensuing common
cause is indeterministic and fails to obey scregoif. However, there is logically another possible
move, perhaps as natural as Cartwright's own, dlsat respects the intuition that a common cause
explanation should be found. In a sense, the atemis ‘just a matter’ of rewriting the italicide
sentence above as tommon cause C does not screen-off the correlatidme indefinite article
suggests that there might exist, under the rightitmns,another eventC' which is also a common

19



cause of the correlation and which does scredifi it 0
The ‘just a matter’ however is not such a simpldtenalt requires us to drop the assumption

that the probability spac(S,p) contains all relevant causal variables. In otherds, we need to
assume now the(S,p) is causally incomplete. But as we already poimiet] completeness is quite

a strong assumption. There are few practical caseat all, in which completeness may be

warranted. We rarely are in a position to know Wbkefa cause is in fact a total cause of its effects
or just a partial cause. These considerationsyparttierlie the intuition that more detailed causal
explanations are always possible, even in Cartwsigixample.

4.2. Extensibility and Common Cause Completability

One reason to search for alternative causal exjdesais that different explanations may be
required for different purposes. In some casesvangcausal explanation might just not be good
enough. From the explanatory point of view assumetlis paper, Reichenbach’s Criterion affords
a particular form of explanation, independentlyitefontological status. So it makes sense to look
for Reichenbachian common causes, wherever they lmeajound, by expanding the original

probability space and considering further variablEse most important recent attempt to pursue
this road thoroughly is the work of the so-calldBludapest School’ on the extensibility of

probability spaces for Reichenbachian common calises
A probability spact (S,p) that does not contain a screening-off common catifiee correlation

Corr(A,B), is said to beReichenbachian common cause incompietas pointed out in the

previous section, one seems to have two alterrgtiteen facing a Reichenbachian common cause
incomplete probability space. We may opt, followi@grtwright, for a weakening of the common
cause criterion. This allows us to identify someialdes already in the space as the common
causes. Alternatively, we may seek a screening@fiimon cause, by rejecting completeness and
expanding the original probability space to incluilgther variables. The ‘Budapest School’

provides us with a definition of trextensiorof a probability space:

Definition 1 (Extension) The probability spac‘(S',p') is called anextension of (S,IO) if there
exist a Boolean algebra embedd hgof S into S' such tha p(X )= p'(h(X)), forall X O'S.

36 Cf. (Hofer-Szabd, Rédei and Szabd, 1999, 2000).

37 This is just a little bit different from the gmal idea —see (Hofer-Szabd, Rédei and Szab6,)39%¢hich referred
to such probability spaces simply as ‘common causemplete’. We have introduced the term ‘Reichehigen’ to
make room for any non-Reichenbachian common causiisce we have already made clear that we alsotffiese
kinds of common causes perfectly acceptable (setnbte 34).
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Extensibility, as expressed above, allows thentlier enlargement of the original probability

space so that new events are included. Moreovdmiben 1 ensures that the extension operation

is consistent with the old event structl(S,p). Note that in extending a probability spe(S,p)
into (S' , p') we are not only enlarging the set of eve Sts—this is the role of the embeddi hjin
Definition 1— but also the probability measL p: needs to be altered. Thus the embedchig

needs to be defined such that the initial prob@sliand correlations are maintained under the new

probability measure p'. In other words, correlations should stay invariander the extension
operation, that is Corr(A,B)=Corr,(A,B)=Corr,(AB). That the extension operation is

consistent in this sense is crucial for our purppsénce we are asking whether a Reichenbachian

common cause of thariginal correlations exist in the extended space.

The definition of extension above is in principfghcable to any probability space. But it does

not establish how many different extensions exisa given probability spac(S,p). Nor does it
tell us under what circumstances such an extendedability space(S',p') will contain the

Reichenbachian common causes we are looking falods not even guarantee that there will be
one extension that will include Reichenbachian cammauses. In order to address the issue we

need to introduce the idea of Reichenbachian contaase completability (RCC Completability):

Definition 2 (RCC Completability) Let Corr(A B, )> 0 (i=1,2,...,n) be a set of correlations in
(S,p) such that none of them possess a common cal(S,p). The probability spaci(S,p) is
called Reichenbachian common cause completable with respect to the s¢Corr(A ,B ) if there
exists anextension (S',p') of (S,p) such thaiCorr(A ,B/) has a Reichenbachian common cause

C in(s',p') foreveryi=1,2,..,n.

Completability as defined above, is hence the key for succégsfahrching Reichenbachian
common causes of any given correlatidithe question is now whether aimgompleteprobability

space(S,p) can be extended such that is (Reichenbachian) conuause completable. In other

38 Note that although all definitions and propaosis presented here refer to classical probabitiacss, similar work
can be developed for von Neumann spaces as weliggtompletely equivalent results to those preseiere for
the quantum mechanical case. In fact, these resdtiargely motivated by the possibility to pravicommon cause
explanations of EPR quantum correlations. On tierohand, these results refer only tfirdte set of correlated
eventsi = 1,2,...,n. The question whether equivalent results may heidd for arinfinite set of correlated events
is still open.
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words, when is a probability spa(S,p) Reichenbachian common cause completable?

Hofer-Szabd et al. show that an extens (S',p') may alwaysbe found for a Reichenbachian

common cause incomplete probability space suchittbahtains (Reichenbachian) common causes

for all the original correlation$. In other words®

Every classical probability spa (S,p) is common cause completable with respect tofismite

set of correlated events.

This result seems already quite promising for own @urpose. However, completability is
relative to a specific set of correlations. In otheords, even if Reichenbachian common cause
completeness is achieved for a particular set oktations —by extending the original probability
space— the new extended probability space may bemplete with respect to another set of

correlations. We may then go on to ask whetheretfesists an extension (S,p) such that the
resulting probability spacn(S',p') is Reichenbachian common cause complete not oitly w
respect to the original correlations(S,p) but also with respect to all other correlatiorst tmight

have arisen as a result of the extension operadoch an extension is said to be a Reichenbachian
common causally closed probability sp4t&his is an interesting issue, which again involtres
assumption of completeness. We will not broacheiteh and will focus on the simplest form of

Reichenbachian completability.

4.3. Indeterministic Reichenbachian Common Causes

The results in the previous section suggest tiReighenbachian common cause explanation may
be provided for any given correlation, as long &sdrop an assumption of completeness about the
causal structure of the original probability spadeere the correlation is observed. This may seem
to restore our original, most powerful tool for saliinference. In particular, we can now test how
Reichenbachian common cause explanations fare ynsaonation where correlated (and non-
directly causally related) events are found. Butaidirse, as pointed out in the previous section, a
Reichenbachian common cause explanation may nothbeonly possible common cause
explanation. There may be explanations that apjeeabn-Reichenbachian common causes. How

do these compare?

We partly addressed the question in Section 3.'Budapest School’ would agree with Salmon

39 See (Hofer-Szabé, Rédei and Szabo, 1999) faldtals of the proof.
40 (Hofer-Szabd, Rédei and Szabd, 1999, p. 384).
41 Cf. (Gyenis and Rédei, 2004).
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and Cartwright as regards the validity of Reichehis Criterion in deterministic contexts. But
their reasons are different. For, while Salmon &aitwright would consider the case to be a
particular instance of interactive forks amgneralisedforks respectively, proponents of the
‘Budapest School’ would take it that any approgriaxtension would provide for such a

deterministic common cause.

Indeterministic common causes however are a diffassue, as we have seen. Let us consider
again the ‘Cheap-but-Dirty/Green-and-Clean’ facterample. Recall that the motivation for such
an example was to show that Reichenbach’s CritefmmnCommon Causes did not hold for
genuinely probabilistic causes. For such casestwi@lght suggested accepting irreducibly
probabilistic causation and to correspondingly vesaReichenbach’s criterion for common causes.
An alternative in practice is to reject the com@ietss assumption, and continue the search for
Reichenbachian common causes. The extensibilitytsem the previous section show that at least
formally this is always possible to do. For whagyhshow is that there is a way of formally
extending any probability space so that a Reichgmba common cause may ultimately be
accommodated. Now what is clear is that in thei@ddr case of the factory example such
Reichenbachian common cause must be determiniatte she production of the chemicaland
that of the by-producB are perfectly correlated. And we already know thaReichenbachian,
screening-off, two-valued common cause explanabioperfect correlations is also deterministic.
However, extensibility results apply to imperfeotrelations too, and there is no need to suppose in

those cases that the ensuing common causes vd#éteeministic.

So far so good —Reichenbach’s Criterion seems tarimkcated in practice. However, there are
reasons why such arguments in favour of Reichendactommon cause explanations are not
compelling, even in the indeterministic case. TReersibility and common cause completability
results we have reviewed so far are entirely forrialey teach us how to formally extend an
original probability space so as to accommodatar&ble that obeys the statistical characterisation
for common causes endorsed by the Criterion. Thtke only sense in which they may be said to
restore Reichenbachian common cause explanatioos.tli2y do not tell us that such a
Reichenbachian common cause exists in reality. Tfatthese results allow us to formally
accommodate a screening-off variable within theébphility space, but they do not guarantee that
such variables represent anything at all in realitys suggests that what we called ‘common cause
completability’ —following the original terminologyof the ‘Budapest School'— is merely
‘screening-off completability’. In other words, wihthe extensibility theorems show is merely that
it is always possible to extend the original praliglsspace in such a way thatsareener-off will
appear in the new expanded space. They neitheuddtat such a screener-off will be found to

represent a real event, nor that such events wppbn to be genuine common causes. And we
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already learnt that under no proposal on the tablthe screening-off condition sufficient for
common causes. So the formal results of the ‘Bustapehool’ are indecisive when it comes to

establishing or inferringeal common cause structure for any correlations.

This seems to us an important and far-reachingctbje to the claims by the ‘Budapest
School'. It can be formulated in an alternative hfas as follows. The extensibility and
completeness results do not guarantee a uniquaséaieof the original probability space. On the
contrary, it seems plausible to think that there t& in general several such extensions and
therefore different putative Reichenbachian commauses of a given correlation. The physical
interpretation of a Reichenbachian common causétigg from an extension of a given probability
space will thus depend on the choice of extensibie. question to ask then is not simply whether
there exists an extension of the original probgbg#pace such that it contains a screener-offifer t
correlation we wish to explain. Rather, we wankbow whether there exists an extension of the
original probability space such that it containphgsically interpretabléReichenbachian common
cause of the correlation. This is far from a thivesue, which the Budapest school has not even

begun to address —but which is absolutely decigiveausal inference.

GENUINELY PROBABILISTIC CAUSATION (INDETERMINISM)

CritCC -CritCC

General. Fork Interact. Fork

PosCC ‘Budapest School’ Cartwright Salmon

-PosCC van Fraassen

Table 2: The positions of van Fraassen, Salmonmiv@eght and the ‘Budapest School’ towards
both the Postulate of the Common Cause (PosCC) Reidhenbach’s Criterion for Common
Causes (CritCC) as regards to genuinely probabdi§hdeterministic) causation.

As a summary of our discussion, Table 2 contaires \tlews so far reviewed as regards
indeterministic common causes. It displays the ndiffierences between Salmon, Cartwright and

the ‘Budapest School' regarding the status of Remblach’s Postulate (PosCC) and Criterion
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(CritCC) for Common Causes. The ‘Budapest Schoalntains that the PosCC and CritCC hold in
both deterministic and genuinely indeterministiatexts, including quantum mechanics. This is
very much in opposition to van Fraassen who seemsjéct both. On the other hand, Cartwright
and Salmon accept the validity of the Postulate, @rrespondingly the Principle (PCC), but only
under a revision of (CritCC). They differ on thendiof revision they recommend since Salmon
rejects screening-off altogether and defends inteaforks, while Cartwright defends a criterion
weaker than Reichenbach’s but more restrictive thalmon’s interactive forks. To sum up, with
the exception of van Fraassen, all the other palpatiscussed —Salmon’s, Cartwright’s and the
‘Budapest School'— accept the metaphysical clainR&ichenbach’s Principle of the Common
Cause, i.e. the Postulate of the Common Cause ®dé®ut they differ on the methodological
claim, which some find acceptable (the ‘Budapes$to8t) and some reject (Cartwright, Salmon).

5. Conclusion: Pluralism and Explanation

Reichenbach’s Criterion for Common Causes is neighsufficient nor a necessary condition on
common causes. While it is true that from the fdrpaint of view ‘Reichenbachian common
causes’, understood as formal variables satisfgorgening-off conditions, can be accommodated
within a given probability space for any given @&bation, the question remains whether such
formal variables represent anything physically readd, if so, causally relevant. So the formal
results are ontologically inert, since they do goarantee the reality of any putative cause for any
correlation. And the debate over causal inferendbeé natural and social sciences entirely turns on
the reality of the causes that we supposedly itdeit follows that the results of the ‘Budapest
School’ are of limited relevance so far to the metilogy of causal inference. However, these
formal results may at least restore some confidemeeell known methodological rules of thumb,
such as screening off, and we have argued thatighigorthy in its own terms, even if it were
lacking ontological import. We see no reason notattopt the Budapest extensibility and
completeness results as rules of thumb, since Beliath’s criterion is no worse off than any other
alternative. As a matter of methodological prineifthen, we propose that any correlation be taken
to have a plurality of possible ‘causes’. Eachhafse causes is discoverable by different methods;
and these methods may only be determined by coatekbackground causal knowledge.

We also maintain that ‘Reichenbachian common cagisesscreener-offs), where and if they

“2 And so ultimately they maintain the validity ofettPrinciple (PCC). A further view that ought to dliscussed is
Sober’s (2001), who notoriously rejects the PCCaocount of putative failures of tHeostulate It is not entirely
clear to us that Sober maintains tbeterion —if he does then he would occupy the empty slah& bottom left
hand corner of the diagram.
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obtain, are explanatory. Again we see no reasgiveup on this general claim, originally made by
Reichenbach himself. Explanation does not requietextual or methodological unanimft.
Obviously such ‘Reichenbachian’ explanations wdl always be available, or might coexist with
other causal explanations. So our view entails élxptanations for correlations are not unique, but
depend on the objective particular purposes ofettydanation, and the context of the correlation.
So we are embracing both methodological and exmanaluralism?* One question that opens up
then is how ‘Reichenbachian’ explanations fareeiatron to other possible causal explanations. Is
there a ranking in the explanatory power of differ&common cause’ explanations? This is a
guestion that would have even failed to make sémgbe old times of ‘necessary and sufficient
conditions’ for common causes. But in the presedtrather differenteitgeistof ‘causal pluralism’
the issue becomes urgent —and we urge philosophergsue it.

*3 The fact that there can be different and even radidtory explanations in different contexts fore tsame
phenomenon does not impugn their explanatory poles. presupposes a form of explanatory pluralisat seems
to us to be becoming the norm. For one excellefgnde, albeit applied to the notion of understagdsee De Regt
and Dieks (2005).

*4 But emphatically noontologicalpluralism & la Cartwright (1999b) —the contempyrnaranifesto fodappled world
causal metaphysics.
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